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Abstract This paper considers the problem of selecting a
robust threshold of wavelet shrinkage. Previous approaches
reported in literature to handle the presence of outliers
mainly focus on developing a robust procedure for a given
threshold; this is related to solving a nontrivial optimization
problem. The drawback of this approach is that the selec-
tion of a robust threshold, which is crucial for the resulting
fit is ignored. This paper points out that the best fit can be
achieved by a robust wavelet shrinkage with a robust thresh-
old. We propose data-driven selection methods for a robust
threshold. These approaches are based on a coupling of clas-
sical wavelet thresholding rules with pseudo data. The con-
cept of pseudo data has influenced the implementation of
the proposed methods, and provides a fast and efficient al-
gorithm. Results from a simulation study and a real example
demonstrate the promising empirical properties of the pro-
posed approaches.
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1 Introduction

Suppose that we observe a set of noisy data satisfying

yi = f (xi) + εi, i = 1,2, . . . , n = 2J , (1)

where the εi ’s are independently and identically distributed
(i.i.d.) random errors and f is an unknown function of inter-
est. The distribution of the errors is typically assumed to be
Gaussian.

1.1 An example and main contribution

However, when noise has a non-normal distribution, for
instance, heavy-tailed distribution, the classical wavelet
shrinkage may not be efficient for estimating the true func-
tion as shown in Fig. 1. Interestingly, this figure reflects a
motivation of this study that real robust wavelet denoising
requires a robust procedure as well as a robust threshold.
From Fig. 1, it is clear that neither the fit by a classical
wavelet denoising with a robust threshold nor the fit by a
robust procedure with a non-robust threshold captures the
feature of the data. The result from the former is too sensi-
tive to outliers, whereas the fit by the latter is over-smoothed.
Indeed, the best fit is obtained from a robust wavelet proce-
dure with a robust threshold. The robust wavelet procedure
and the robust criterion of threshold used in Fig. 1 will be
described in Sects. 2 and 3.

In literature, developing a robust procedure for wavelet
denoising has been mainly focused, but the selection of a ro-
bust threshold seems to have been neglected. The objective
of this study is to overcome this problem when outliers are
present by proposing a robust wavelet denoising procedure
with the automatic robust selection of the threshold. The
main contribution of the paper is to introduce data-driven ro-
bust selection methods for the wavelet threshold. We suggest
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Fig. 1 Estimation when outliers
are present

two robust selection techniques by the coupling of a robust
version of cross-validation (Nason 1996), and SureShrink
(Donoho and Johnstone 1995) with the concept of pseudo
data. They are related to a robust prediction error criterion
that considers the predictive performance for the data, which
will be discussed in Sect. 3.

1.2 Previous work

Some robust wavelet procedures have been previously stud-
ied. Bruce et al. (1994) proposed a robust wavelet trans-
form to estimate wavelet coefficients at each resolution level
which is robust to outliers. Kovac and Silverman (2000) de-
veloped a direct approach. This approach can be summa-
rized as identifying outliers with a classical robustness test,
removing the outliers, and applying their thresholding pro-
cedure for unequally spaced data. However, this approach
has a drawback in that information is lost by removing data.
Sardy et al. (2001) proposed a robust wavelet denoising es-
timator based on a robust M-type loss function. More re-
cently, Oh et al. (2007) studied a robust wavelet shrinkage
algorithm that is based on the concept of pseudo data. Both
procedures are identical for the L1 penalty and computation-
ally efficient. However, in both procedures, the selection of
a robust threshold was not suitably addressed.

As a study of the threshold selection for various types
of noise, Averkamp and Houdré (2003) extended the min-

imax theory of wavelet thresholding to some broader class
of known symmetric heavy tail noises. This method, there-
fore, is not always applicable in practice as the distribution
of noise is usually unknown.

In this paper, we use the method of Oh et al. (2007) as
a robust wavelet denoising procedure. It will be used not
only to fit the data for a given threshold value but also to
implement robust threshold criteria. The reason for such a
selection is that this procedure is fast, simple to implement,
and easy to extend to high-dimensional cases. However, the
proposed selection methods for a robust threshold can be
coupled with any other robust wavelet denoising methods.

2 Review: robust wavelet shrinkage

Let f be the underlying function collected at all dyadic
points {x1, . . . , xn}. Let W be a discrete and orthogonal
wavelet transform matrix and θ be the vector of the wavelet
coefficients of f . Since W is an orthogonal matrix, the true
signal can be expressed as f = W T θ . Given a sampled data
vector y , the model (1) can be expressed in matrix notation
as follows:

y = W T θ + ε.
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In order to get a good estimator of θ , we consider the penal-
ized least squares problem to determine the minimizer of

‖y − W T θ‖2 + λ

n∑

i=1

p(|θi |) (2)

for a given penalty function and a threshold λ. A typi-
cal L1-penalty, p(|θ |) = |θ | leads to the soft-thresholding
rule (Donoho et al. 1992). For the selection of λ, various
approaches have been studied. For details, see Vidakovic
(1999), and Percival and Walden (2000).

However, it is well known that the minimizer of (2) is
sensitive to the presence of outliers. One way to overcome
this problem is to replace the sum of squares in (2) by a
robust loss function. In other words, the robust estimate is
the minimizer of

n∑

i=1

ρ(yi − f i ) + λ

n∑

i=1

p(|θi |),

where f i = (W T θ)i . The function ρ(t) is chosen to down-
weight outlying observations. Typically, ρ(t) is symmetric
about zero, quadratic in the neighborhood of zero, and in-
creasing at a rate slower than t2 for large t . A favorite choice
of ρ(t) is the Huber loss function defined as

ρ(t) =
{

t2, if |t | ≤ c;
c(2|t | − c), otherwise,

where c is a cutoff point that is usually determined from
the data. Throughout this study, the cutoff point has been
fixed at c = 1.345MAD, which ensures 95% efficiency with
respect to the normal model in a location problem.

Now, we define pseudo data introduced by Cox (1983) as

ỹi = f (xi) + ψ{yi − f (xi)}
2

,

where ψ = ρ′ is the (almost everywhere) derivative of ρ.
The concept of pseudo data is the main part of the pro-
posed selection methods. However, the pseudo data ỹ =
(ỹ1, . . . , ỹn)

T are not available as it involves the unknown
function. For a practical algorithm, Oh et al. (2007) intro-
duced a fixed point analogy to pseudo data, which is the em-
pirical pseudo data

zi = f̂ (xi) + ψ{yi − f̂ (xi)}
2

,

where f̂ denotes an estimate of f . In this paper, the robust
wavelet estimate f̂ is obtained by the ES algorithm of Oh
et al. (2007) based on empirical pseudo data.

However, as shown in Fig. 1, the choice of λ is very cru-
cial for the quality of a robust wavelet estimate. Therefore,
we propose two data-driven robust selection methods for the
threshold.

Before closing this section, we emphasize that the pro-
posed methods described in the next section are not limited
to the above-mentioned robust wavelet shrinkage procedure.
They can be implemented with any other robust wavelet es-
timator such as those by Bruce et al. (1994) and Sardy et al.
(2001).

3 Robust selection of threshold

This section presents the proposed methods for the robust
selection of the wavelet threshold. These are developed by
extending the two-fold cross-validation (TFCV) of Nason
(1996), and SureShrink (SURE) of Donoho and Johnstone
(1995).

3.1 Robust selection based on cross-validation

Cross-validation is one of the most popular choice for select-
ing the smoothing parameter λ in nonparametric regression
(Green and Silverman 1994), it provides a direct method of
determining the thresholds without relying on the noise as-
sumption. Cross-validation is defined as

CV(λ) = 1

n

n∑

i=1

{yi − f̂ −i
λ (xi)}2,

where f̂ −i
λ (xi) denotes the fit at xi without the ith observa-

tion of the data.
However, when the distribution of errors in (1) is heavy-

tailed, the expectation of CV(λ) may not be finite. Then
any smoothing parameter chosen from CV(λ) does not have
any meaning. In addition, it is computationally expensive to
evaluate the fitted values of the robust estimate f̂ −i

λ (xi) at
each step.

To overcome the above problems, we consider a natural
robust extension of the CV as follows

RCV(λ) = 1

n

n∑

i=1

ρ{yi − f̂ −i
λ (xi)},

where the robust estimates are obtained from a fast ro-
bust estimator such as ES-algorithm. Assume that λ̂ is an
optimal choice obtained by RCV(λ). The λ̂ will satisfy
−∑n

i=1 ψ{yi − f̂ −i
λ (xi)}|λ=λ̂

= 0. Then by the definition of
empirical pseudo data, it follows that

ψ{yi − f̂ −i

λ̂
(xi)} ≈ ψ{yi − f̂

λ̂
(xi)}

= 2{zi − f̂
λ̂
(xi)} ≈ 2{zi − f̂ −i

λ̂
(xi)}.

Thus the λ̂ is in fact the minimizer of the following quantity

PCV(λ) = 1

n

n∑

i=1

{zi − f̂ −i
λ (xi)}2.
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Note that the only difference between CV(λ) and PCV(λ)

is that the original data yi is replaced by the corresponding
empirical pseudo data zi .

In the context of wavelet shrinkage, PCV(λ) cannot be
directly computed due to the limitation of Mallat’s fast al-
gorithm for a discrete wavelet transform, which requires the
length of the data to be dyadic. Fortunately, Nason (1996)
has already tackled this problem based on CV (λ). This
method is termed as two-fold cross-validation (TFCV). We
now propose a robust method for selecting the threshold λ

by simply applying TFCV to PCV(λ).
Let us consider the data y1, . . . , yn where n = 2J . We as-

sume that some outliers are present in the data. With odd-
indexed data yi , we obtain a wavelet estimate f̂ odd

λ (xj )

by a particular threshold λ from the re-indexed yj (j =
1, . . . , n/2) and then calculate the corresponding empirical
pseudo data zodd

λ,j . To compare the wavelet estimator with the
removed data, we form the following interpolation:

f̃ even
λ (xj ) = 1

2

{
f̂ odd

λ (xj+1) + f̂ odd
λ (xj )

}

for j = 1,2, . . . , n/2. For even-indexed data, we compute
f̂ even

λ (xj ), zeven
λ,j and f̃ odd

λ (xj ) for a fixed λ in the same man-
ner as above. Then, we construct an approximate PCV(λ)

with interpolated estimators and empirical pseudo data

PTFCV(λ) = 1

n

n/2∑

j=1

[{zodd
λ,j − f̃ odd

λ (xj )}2

+ {zeven
λ,j − f̃ even

λ (xj )}2].

Let λ∗ be the minimizer of PTFCV(λ). However, the λ∗
value is based on n/2 data points, thus a correction is neces-
sary. By just following the suggestion of Nason (1996), the
final threshold is

λ̂ =
(

1 − log 2

logn

)−1/2

λ∗.

In this paper, the implementation of PTFCV is mainly
performed by the ES algorithm. That is, with odd-indexed
data, the ES algorithm simultaneously gives the converged
empirical pseudo data zodd

λ,j and the corresponding wavelet

estimate f̂ odd
λ (xj ) for a given λ. Then, we easily obtain the

interpolation fit f̃ even
λ (xj ). Similarly, zeven

λ,j and f̃ odd
λ (xj ) can

be obtained.

3.2 Robust selection based on SURE

In this section, we propose a robust selection of threshold
based on SureShrink (SURE) and empirical pseudo data.
SURE is a technique of selecting a threshold by minimiz-
ing Stein’s unbiased estimator of risk. Let f̃ λ = W T θ̃λ be

a wavelet shrinkage estimator, where θ̃λ = δλ(d) represents
the thresholding procedure with a threshold λ, and d = Wy

denotes the empirical wavelet coefficients. The quantity

SURE(d(y), λ) = n − 2
n∑

i=1

I (|di | ≤ λ)

+
n∑

i=1

(|di | ∧ λ)2 (3)

is an unbiased estimate of Risk(θ̃λ) = 1
n

∑n
i=1 E(θ̃λ,i − θi)

2.

Here, a ∧ b = min(a, b). Due to the orthogonality of W ,
SURE is also an unbiased estimate of Risk(f̃ λ). Then we
find a threshold to minimize SURE over a range of λ as

λ̃ = argmin
0≤λ≤√

2 logn

SURE(d(y), λ).

We finally note that it is easy to show that Risk(f̃ λ) =
PSE(f̃ λ) + σ 2, where

PSE(f̃ λ) = 1

n

n∑

i=1

E{y∗
i − f̃λ(xi)}2. (4)

Thus, the above SURE procedure is closely related to the
minimization of PSE(f̃ λ).

We now consider an extension of SURE for a ro-
bust choice of the threshold. Let f̂ λ be a robust wavelet
estimator with threshold λ. The robust risk is defined
as Risk(f̂ λ) = 1

n

∑n
i=1 E{f̂λ(xi) − f (xi)}2, and the cor-

responding PSE(f̂ λ) can be expressed as PSE(f̂ λ) =
1
n

∑n
i=1 E{ỹ∗

i − f̂λ(xi)}2, where ỹ∗
i denotes an independent

copy of the pseudo data ỹi = f (xi) + ψ(εi)/2 that can be
considered as a transformation of robust additive model with
bounded errors. Then it follows that

Risk(f̂ λ) = PSE(f̂ λ) + σ 2
pseudo,

where σ 2
pseudo = Var{ψ(ε)/2} < ∞. Therefore, the relation-

ship between (3) and (4) provides a counterpart of PSE(f̂ λ),
that is, a robust version of SURE based on pseudo data
as PSURE(λ) = SURE(d(ỹ), λ), where d(ỹ) = Wỹ . How-
ever, the quantity ỹ is not available practically. Thus, we
consider a plug-in-type estimator of PSURE(λ) by simply
replacing ỹ with a sample analogue of the pseudo data, z as

PSURE(λ,h) = SURE(d(zh), λ)

= n − 2
n∑

i=1

I (|di(zh,i)| ≤ λ)

+
n∑

i=1

(|di(zh,i)| ∧ λ)2,
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Fig. 2 Test functions

where d(zh) = Wzh and zh,i = f̂h(xi) + ψ{yi − f̂h(xi)}/2.
Note that the threshold h used to define zh,i is not necessary
the same as the threshold λ. Since the proposed PSURE de-
pends on two thresholds λ and h, we suggest the following
steps to minimize PSURE score:

1. For each threshold h, PSURE(h) = minλ PSURE(λ,h)

is computed.
2. The threshold ĥ is determined by minimizing PSURE(h)

for all h.

We state the following remarks with regard to the PSURE
procedure. Firstly, for the minimization of PSURE(λ,h),
various minimizations can be considered. The main reason
to consider the above-mentioned steps is that given a data set
d(zh) from a particular h, SURE(d(zh), λ) is an unbiased
estimate of the risk with respect to the data. Moreover, this
approach makes the computational burden very light. Sec-
ondly, SURE was originally developed for level-dependent
thresholding, but, in this paper, a global PSURE with one

level is applied to the experiments even though it can be ex-
tended to a level-wise version.

4 Simulation study and real example

This section reports the results from a simulation study
and a real example that are designed to assess the practi-
cal performance of the two proposed methods. The codes
of the R statistical package used to implement the meth-
ods and to carry out all the experiments are available at
http://stat.snu.ac.kr/heeseok/rt in order that one can repro-
duce the same results.

4.1 Simulation study

In this study, we compare three non-robust methods and two
proposed robust methods for the threshold:

1. tcv: the two-fold cross-validation of Nason (1996),

http://stat.snu.ac.kr/heeseok/rt
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Table 1 Wilcoxon test rankings of the five methods

Test Normal CN(0.1) T(3)

functions eby tcv mmax ptfcv psure eby tcv mmax ptfcv psure eby tcv mmax ptfcv psure

1 5 1 3.5 2 3.5 5 2 4 2 2 5 1 4 2 3

2 5 1.5 3.5 1.5 3.5 5 4 3 1 2 5 3.5 3.5 1 2

3 5 1 4 2.5 2.5 5 3 4 1.5 1.5 5 3 4 1.5 1.5

4 5 2.5 2.5 2.5 2.5 5 4 3 1 2 5 4 3 1.5 1.5

5 5 2.5 2.5 2.5 2.5 5 3.5 3.5 1.5 1.5 5 2.5 4.0 1 2.5

6 5 2.5 2.5 2.5 2.5 5 4 3 1 2 5 3.5 3.5 1.5 1.5

7 5 1.5 4 1.5 3 5 2 4 2 2 5 2 4 2 2

8 5 2.5 2.5 2.5 2.5 5 3.5 3.5 1 2 5 3 4 1 2

9 5 2 4 2 2 5 3 4 1.5 1.5 5 3 4 1 2

10 5 2.5 2.5 2.5 2.5 5 4 3 1.5 1.5 5 3.5 3.5 1.5 1.5

11 5 2 4 2 2 5 3.5 3.5 1.5 1.5 5 3.5 3.5 1.5 1.5

12 5 2.5 2.5 2.5 2.5 5 4 3 1.5 1.5 5 3 4 1.5 1.5

Mean 5.00 2.00 3.17 2.21 2.63 5.00 3.38 3.46 1.42 1.75 5.00 2.96 3.75 1.42 1.88

Test functions 1: Blocks, 2: Heavisine, 3: Doppler, 4: Piecewise Polynomial, 5: fg1, 6: Jumpsine, 7: Wave, 8: Blip,
9: Angles, 10: Parabolas, 11: Time Shifted Sine, and 12: Corner

Fig. 3 Boxplots of MSE(f̂ λ) with Time Shifted Sine test function and three noise types

2. mmax: the minimax selection (Donoho and Johnstone
1994) and c = 2.0MAD, which is the suggestion of Sardy
et al. (2001),

3. eby: the threshold selected by empirical Bayes proce-
dure of Johnstone and Silverman (2005),

4. ptfcv: the proposed method described in Sect. 3.1, and
5. psure: the proposed method in Sect. 3.2.

The following three types of i.i.d. noise of ε’s are consid-
ered:

• Normal: a normal noise from N(0, σ 2
snr=7),

• CN(0.10): a 10% contaminated normal mixture distribu-
tion 0.9N(0, σ 2

snr=7)+0.1N(0, σ 2
snr=7/4), and

• T(3): t-distribution with three degrees of freedom.

The last two types represent the case in which outliers are
present. We consider twelve test functions as plotted in
Fig. 2: Blocks, Heavisine, Doppler from Donoho and John-
stone (1994), Piecewise Polynomial from Nason and Sil-
verman (1994), fg1 from Fan and Gijbels (1995), Jumpsine
from Bruce and Gao (1996), Wave, Blip, Angles, Parabo-
las, Time Shifted Sine from Marron et al. (1998) and Corner
from Cai (1999). The sample size is fixed as n = 1024.

For each combination of the test function and noise type,
altogether 100 sets of samples are generated. For each sim-
ulated data set, the above five thresholding methods are ap-
plied for selecting the threshold.

For assessing the performance of the method, we calcu-
late the mean-squared error (MSE) defined as MSE(f̂ λ) =
1
n

∑n
i=1{f̂λ(xi) − f (xi)}2, where λ is determined by the
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Fig. 4 Robust fitting for
balloon data

above five approaches, and the robust fit f̂λ is obtained by
the ES algorithm given λ̂. Then we follow the procedure
used in Lee (2004) for pairwise comparison of the meth-
ods. Wilcoxon rank test is applied to test whether the differ-
ence between the median MSE values of any two methods
is significant or not. The methods are ranked in ascending
order with respect to the significant median MSE values. If
the median MSE values of the methods are insignificant, the
same averaged rank is assigned. The resulting rankings are
given in Table 1. Figure 3 displays the boxplots of MSEs
for Time Shifted Sine test function with three noise types.
Boxplots of other functions are similar, and hence are omit-
ted.

From the simulation results, we obtain the following em-
pirical observations:

1. the results of the robust methods are comparable to those
of non-robust ones with regard to normal noise,

2. the robust approaches outperform non-robust approaches
for non-Gaussian cases, and

3. for all cases, ptfcv gives identical results with psure,
or ptfcv is superior to psure.

Overall, the simulation results seem to suggest that the
proposed methods are very preferable for the selection

of a threshold for wavelet shrinkage when outliers are
present.

4.2 Real example

We apply the proposed methods to the balloon data used by
Kovac and Silverman (2000). The data are radiation mea-
surements from the sun, performed from a flight of a weather
balloon. Since the measurement device was occasionally cut
off from the sun, individual outliers and large outlier patches
are introduced. We select every 9th or 10th observation from
the 4,984 observations to reduce the sample size to 512.
Although the data are very closely located to regular grid,
but these are not exactly equally spaced. Thus, we mod-
ify the ES algorithm by employing the irregularly spaced
wavelet thresholding scheme proposed by Kovac and Sil-
verman (2000) in the smoothing step. Figure 4 shows the
balloon data with a sample size of 512 and the estimates
by a moving median filter with size 17, the robust wavelet
transform (RWT) of Bruce et al. (1994) followed by thresh-
olding with SureShrink, and the robust fitting based on the
proposed psure, respectively. Note that the window size
of the median filter is selected by eye to be “best”. Increas-
ing the size does not help capturing the valley around 0.77
and decreasing the size makes the fit wiggly. The fits by the
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RWT are still affected by the outliers. On the other hand, the
robust fitting based on psure only reacts to the major pat-
tern of the observations. Note that the results by ptfcv are
similar with those of psure, and hence, are omitted.

5 Conclusion

Many existing robust wavelet shrinkage procedures have
been proposed for a given threshold. We have pointed out
that a robust selection of the threshold is crucial for the qual-
ity of fits. In this paper, we have proposed automatic robust
methods for selecting the threshold of wavelet shrinkage.
The new methods are influenced by the concept of pseudo
data, and are implemented by a coupling of classical thresh-
olding methods and conventional wavelet estimates with
empirical pseudo data. The results from numerical experi-
ments and a real example suggest that the methods possess
promising empirical properties and give comparable or su-
perior mean squared error performance to non-robust meth-
ods for various noise types.
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